
Appendix (For Online Publication)

This appendix is divided into six sections:

• Section A shows a figure documenting the increase in the use of nightlights in

economics over time.

• Section B lists the DHS surveys used in constructing the training variable, and presents

further details about its construction.

• Section C presents a table that describes the variables used in the prediction exercise.

• Section D provides additional information about the prediction models, including

parameter tuning, variable importance in the prediction models, prediction accuracy,

and a comparison of the prediction results from our RF models with those of Yeh et al.

(2020) (section D.5).

• Section E provides further information about the approach we follow to estimate cell-

level poverty rates.

• Section F provides additional information and estimation results regarding the analysis

of the models in Michalopoulos and Papaioannou (2013 and 2014) using the SED data.



A. Nightlights in Economic Research

Figure A.1 displays the evolution of the number of papers referencing “nightlights” in

economics according to Google Scholar. For additional information about the use of nightlights

over time in economics research, see Gibson, et al (2020).
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Figure A.1. Papers in economics referencing nightlights. Source: Google Scholar. The graph depicts the number of
papers in Google Scholar obtained using the keywords "nighlights+economics" from 2005 to 2022.

B. Constructing the training variable, ŷ∗rct.

This section provides additional details about the construction of the training variable, ŷ∗rct.

Here we summarize the main steps involved in the process; the subsequent sections provide

additional details related to each of these steps.

(1) For each survey, estimate a principal components model using all respondents and

a variety of asset variables that are present in the given survey to generate the asset

measure, yA
ict.

(2) Use the WB-PIP data on average consumption and the Gini coefficient for the country-

year of the survey to obtain estimates ofµC
ct andσC

ct, the mean and the standard deviation

of log-consumption measured in 2011 PPP dollars.

(3) Apply the estimates of yA
ict, µ

C
ct and σC

ct to compute ŷ∗ict as described in section 3. The

resulting ŷ∗ict is expressed in log of consumption in 2011 PPP dollars.

(4) Calculate ŷ∗rct by averaging ŷ∗ict for all i in cluster r.
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B.1. Constructing the asset index, yA
ict. We use 85 DHS surveys comprising over 900,000

households who are sampled from across 29 sub-Saharan African countries in the period

2006-2018. Figure B.1 displays a map of the African countries for which we have DHS data,

and Table B.1 provides a list of all the DHS surveys used to create the training data. DHS

surveys provide information on household-level ownership of different assets. These asset

variables are related to sanitation in the home (the source of drinking water and type of toilet

facility), the nature of the household’s dwelling (flooring, wall, and roof materials; presence

of electricity and number of sleeping rooms), and the presence of particular assets (e.g., radio,

television, refrigerator, motorcycle or scooter, car or truck, telephone and mobile phone).

For each individual survey, we use principal component analysis (PCA) to create an asset

index. The (unrotated) loadings of the asset variables on the first component are used to

predict an aggregate asset score for each household. Since we estimate the PCA separately for

each survey, the loadings vary across surveys. That is, we do not assume that the relationship

of each asset to consumption is the same across time and space, which provides additional

flexibility in constructing the index. Since DHS data is defined at the household level, we

follow Duclos et al (2004) and divide the resulting index by s0.5 to obtain a per-capita index,

where s is the size of the household.1 Finally, to calculate yA
ict, we take the log of the index and

standardize it so that for each survey the index has a mean of 0 and a standard deviation of 1.

B.2. Estimates of µyC
ct

and σyC
ct

. WB-PIP data, which are based on surveys rather than national

accounts, provide the current gold standard for country level estimates of consumption in sub-

Saharan Africa. WB-PIP provides estimates of the mean of consumption per capita but not

of the mean and variance of its log, σyC
ct

or µyC
ct
. To overcome this limitation, we assume

that yC
ict follows a normal distribution with mean µy∗ct

and variance σ2
yC

ct
= σ2

y∗ct
+ σ2

ϵct
, (see

equation (3)). This implies that consumption per capita (the exponential value of yict, which

we denote by xict) follows a log-normal distribution.2 The log-normality assumption makes

it possible to use estimates of the Gini coefficient, which exist in WB-PIP country-level data

(as opposed to estimates of the variance of the distribution, which do not), to estimate the

1All the analysis in the paper has also been done without applying this correction and the results are virtually
identical.

2See Battistin, Blundell and Lewbel (2009) for recent evidence supporting this claim.
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Figure B.1. Countries in the training sample

standard deviation of log consumption. Under log-normality, the Gini coefficient associated

with the consumption level, xC
ct, is related to the standard deviation of the log of consumption,

yC
ct as follows:

GinixC
ct
= 2Φ(

σyC
ct
√

2
) − 1, (b.1)

where Φ(.) is the cumulative standard normal distribution. Therefore, the log-normality

assumption allows us to estimate the variance of log-consumption, σ2
yC

ct
, from estimates of

the Gini of total consumption, which are typically available in WB-PIP. The log-normality

assumption of the WB-PIP data also makes it straightforward to estimate µyC
ct

because the

mean of total consumption, xC
ct, and its log are related through the following equation:

µxC
ct
= e

(
µyC

ct
+0.5(σ2

yC
ct

)
)
.
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Country Year Country Year

Angola 2006 Mozambique 2009
Angola 2011 Mozambique 2011
Angola 2016 Mozambique 2015
Benin 2012 Mozambique 2018
Benin 2017 Namibia 2007
Burkina Faso 2010 Namibia 2013
Burkina Faso 2014 Nigeria 2008
Burkina Faso 2018 Nigeria 2010
Burundi 2010 Nigeria 2013
Burundi 2012 Nigeria 2015
Burundi 2016 Nigeria 2018
Cameroon 2011 Rwanda 2008
Chad 2015 Rwanda 2010
Dem. Rep. of Congo 2007 Rwanda 2015
Dem. Rep. of Congo 2013 Senegal 2008
Ethiopia 2011 Senegal 2011
Ethiopia 2016 Senegal 2013
Gabon 2016 Senegal 2014
Ghana 2008 Senegal 2015
Ghana 2014 Senegal 2016
Ghana 2016 Sierra Leone 2013
Guinea 2012 Sierra Leone 2016
Guinea 2018 Tanzania 2007
Kenya 2009 Tanzania 2010
Kenya 2014 Tanzania 2012
Kenya 2015 Tanzania 2015
Lesotho 2009 Tanzania 2017
Lesotho 2014 Togo 2014
Liberia 2007 Togo 2017
Liberia 2009 Uganda 2006
Liberia 2011 Uganda 2009
Liberia 2013 Uganda 2011
Liberia 2016 Uganda 2014
Madagascar 2011 Uganda 2016
Madagascar 2013 Uganda 2018
Madagascar 2016 Zambia 2007
Malawi 2010 Zambia 2013
Malawi 2012 Zambia 2018
Malawi 2014 Zimbabwe 2010
Malawi 2015 Zimbabwe 2015
Malawi 2017
Mali 2006
Mali 2012
Mali 2015
Mali 2018

Table B.1. DHS surveys. This table summarizes the DHS surveys employed in the construction of the training variable.

Finally, we apply the estimates of yA
ict, µ

C
ct and σC

ct to compute ŷ∗ict as described in section

3.1. The resulting ŷ∗ict is expressed in log of consumption in 2011 PPP dollars.

A central challenge when using asset variables to compute a measure of economic well-

being is achieving comparability across time and space. It is useful to contrast the way this

comparability is achieved when using ŷ∗ict with the approach in Yeh et al. (2020).3 Yeh et

al. (2020) achieve comparability in their asset-based variable by pooling all DHS surveys,

3Chi et al. (2022) also compute a training variable based on a DHS asset index, but this training variable only
provides within country-year information, i.e., its values cannot be compared across countries or over time as all
survey-years are standardized to have a zero mean.
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estimating a principal component model using a set of asset variables that is commonly

available in each survey, and using the factor scores to generate the measure of respondent’s

economic well-being. This results in a variable that though comparable across time and space,

captures only ordinal differences in economic well-being. Thus, like nightlights, the variable

has no substantively meaningful metric.

The most important difference between the Yeh et al approach and the approach here is of

course that ŷ∗ict is expressed as consumption per capita in 2011 PPP dollars. But there are other

differences worth underscoring as well. First, the pooled PCA approach in Yeh et al requires

a common set of assets in every survey. This limits the nature of the training data: since all

surveys must contain the same set of asset variables, surveys must be dropped when they do

not include the requisite asset variables. One way to limit the problem is to use a relatively

small number of asset variables in constructing the measure of well-being. But this strategy

limits the variability in the measure. By allowing the nature of the asset variables used in

constructing ŷ∗ict to vary across surveys, the approach here avoids both of these limitations.

Second, the pooled PCA achieves comparability by assuming that the relationship between

assets and economic well-being is the same across countries and over time. This is a strong

assumption. We might expect, for example, that the relationship between owning a bicycle

(or radio or computer or cell phone) and economic well-being to vary across countries or over

time. The approach here avoids this strong assumption. Instead, it achieves comparability

through the use of macro data on consumption and inequality. While this approach may have

the problems discussed in section 3.2, the fact that ŷ∗ict is denominated in dollars – and that

it can be used to derive poverty rates – opens avenues for evaluating the measure that are

unavailable when using measures lacking an interpretable metric.

B.3. From individuals to clusters. The final step is to average ŷ∗ict to the enumeration

area level, also called “cluster,” which is roughly equivalent to villages in rural areas or

neighborhoods in urban areas, as this is the level at which geo-coordinates are available in the

public survey data. Since ŷ∗ict is expressed in logs, we exponentiate it to obtain consumption

per capita, compute the cluster-level average and then take the log of the average to obtain ŷ∗rct,
5



the log of cluster mean consumption in 2011 PPP dollars for cluster r, c, t.4 For each cluster,

DHS publishes the latitude and longitude of the cluster’s “centroid.” For privacy reasons,

DHS randomly jiggers the published location of this centroid by up to 5 km from the true

centroid. We therefore assign each DHS cluster to a 10x10 square kilometer pixel that has the

centroid reported by DHS (thereby ensuring that the square encompasses the true centroid).5

We denote this geo-located variable as ŷ∗rct, where r denotes enumeration area (cluster). The

training data we use in the prediction models include 34,484 clusters.

4We drop clusters with invalid GPS coordinates. To limit measurement error due to small numbers of
households in a cluster, we also drop clusters with less than 16 households (which results in dropping 2% of the
clusters). On average, there are 26 respondents per cluster.

5Yeh et al (2020) estimate that the jiggering by DHS degrades model performance, reducing the R2 by about
0.07.
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D. Additional information about the predictions models and their accuracy.

This section provides information about parameter tuning (section D.1) and about the variables

with the largest importance in the prediction models (section D.2). It also presents additional

information about prediction accuracy, including an analysis related to the poor performance

of the models including only nightlights as predictors (section D.3). Finally, it compares the

prediction results from our RF models with those of Yeh et al. (2020) (section D.5).

D.1. Parameter tuning. The main hyperparameters of the RF models are the number of

individual trees (ntrees), the maximum number of predictors that are included in each tree

(nvars), maximum tree depth (depth), and the minimum proportion of the variance at a node

in order for splitting to be performed (var). To tune the different models, we consider a grid of

values for each of the parameters. For each of the different values in the grid we estimate the

random forest models using half of the sample; we then evaluate performance in the unseen

data. Using this process, we identify the hyperparameter values leading to the lowest MSE for

each model. Table D.1 presents the resulting hyperparameters employed in the three models.

Preferred Hyperparameters Values

ntrees nvars depth var min obs per leaf

Model 1 180 1 25 .0001 7
Model 2 180 8 35 .0001 3
Model 3 180 6 35 .0005 1

Table D.1. Hyperparameter values generating the lowestMSE in the three RF models.

D.2. Variable importance. Table D.2 shows the most informative predictors in models RF-2

and RF-3. The most important variable in both models is whether a cell is located in the

desert. Nightlights variables are important in RF-2, and CO2 emissions, population density,

the disease environment, and variables related to a cell’s location are important in both models.

D.3. Further evaluation of prediction accuracy. Figure D.1 displays the MSE and the R2

from RF-1 through RF-3 using all 85 out-of-sample sets of forecasts. Both panels show that

prediction accuracy varies across surveys. But this is especially true for RF-1. Focusing on

panel (a), RF-1 generates a very large MSE for some surveys and substantial dispersion of
11



Relative Variable Importance

Ranking RF-2 RF-3

1 Desert ecosystem (1) Desert ecosystem (1)
2 NLs (3 yr mean) (.34) CO2 (.25)
3 CO2 (.27) Population Density (.16)
4 Population Density (.16) Latitude (.08)
5 Latitude (.14) Grassland ecosystem (.08)
6 Grassland ecosystem (.11) Longitude (.07)
7 NL(VIIRS) (.10) Remoteness (.07)
8 Longitude (.09) Disease (.06)
9 Disease (.09) Malaria Incidence (.05)
10 NL(DSMP, blur) (.09) Grassland ecosystem (.05)

Table D.2. Variable importance. This table provides the 10 most important predictors for models RF-2 and RF-3, together
with their relative importance. Importance is relative to the most informative one (whose importance is normalized to 1).

the MSE across the surveys. In RF-2 and RF-3, by contrast, there are a half-dozen surveys

that have especially poor performance (though much better than the MSE in RF-1), and the

remaining MSEs are concentrated in quite low values, especially in our main model, RF-2.

__________________________________________________________________________________________________________________________________________________________________
__

__

__
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______________________________________________________________________________________________________________________________________________________________
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__
______
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______________________________________________________________________________________________________________________________________________________________
______
__
__
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(a) MSE, RF models

__
________________________________________________________________________________________________________________________________________________________________________
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__
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.6
.8

1
R

2

1 2 3
RF Model

(b) R2, RF models

Figure D.1. Out-of-sample prediction accuracy. This figure provides the MSE and R2 for the 85 out-of-sample sets of
predictions, corresponding to each of the surveys in our sample. Box and Whisker plots are displayed in red.

D.4. Understanding the poor performance of NL-only models. To understand the poor

performance of the nightlights model, Figure D.2 depicts the squared correlation between

the out of sample predictions and the training data (R2) from RF-1 (NL only) and RF-2 (the

full model) when increasing the number of deciles of data, X, used in estimation. For X=2,

for instance, the graph depicts the value of the R2 obtained when only the first two deciles
12
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Figure D.2. Performance for increasing shares of data used in estimation. The figure plots the R2s from models estimated
on the X smallest deciles of the training data. E.g., if X=2, estimation is carried out on the first 2 deciles of the data.

of the training variable are used.6 The graph shows that RF-1 forecast accuracy is basically

zero when as much as the first six deciles are used for estimation, and it remains quite low

until 90% of the observations are employed. The graph therefore confirms that nightlights

alone have no power to predict variation in economic well-being for almost 60% of the data.

What nightlights make possible is to distinguish the 90% of poorest clusters from the 10%

of richest ones. This is unsurprising given the vast areas of populated darkness described

in the Introduction. By contrast, the performance of RF-3 is is stronger across the deciles,

with an R2 around .5 for these first five deciles, which then grows by over 20% when the

remaining deciles are included in the estimation sample. This graph therefore highlights that

in comparison to the NL-only models, the models with a richer set of predictors not only have

power to distinguish the poor from the rich, but also to distinguish the poor from the very

poor.

D.5. Comparison with previous benchmarks: Yeh et al. (2020). Yeh et al (2020) present

an innovative method based on combining nightlights and daytime imagery to predict an

asset wealth index, which is computed using 43 DHS surveys across almost 20,000 African

clusters. They train a convolutional neural network (CNN) to predict the cluster-specific

6Out-of-sample predictions are obtained as follows: (1) the clusters in the training data are divided into ten
“decile” data sets, each including the clusters in the decile and all lower deciles; (2) for each decile data set, RF-1
and RF-2 are estimated, but omitting the data from a held out survey; (3) out-of-sample predictions are obtained for
the held-out clusters in each decile data set; (4) the R2 for each decile data set is obtained using the out-of-sample
predictions.
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measure of wealth using temporally and spatially matched multispectral daytime imagery

and nightlights as inputs. Based on prediction performance on held out locations, they show

that (1) the median squared correlation coefficient between their training variable and the

(out-of-sample) predictions is 70% in their best models, and (2) a simple K-nearest neighbor

(KNN) model whose only predictor is nightlights has similar performance to a CNN with

both nightlights and (the much heavier) daylight imagery.

Our framework is similar to that of Yeh et al. (2020), but there are several differences:

(1) they use a different training variable (a unitless index of asset wealth, computed as the

first principal component in a sample that pools all DHS surveys), (2)) their sample is much

smaller (43 surveys versus 85, in our case), and (3) their country composition is different.

Consequently, the results presented in section 4.3 are not directly comparable to the results in

Yeh et al. To investigate the relative performance of both approaches, in this section we use

random forest models with a large number of variables to predict the training variable from

the Yeh et al data set. This allows us to attribute any performance differences to the different

methods and predictors we employ.

MSE and R2 (median value))

MSE R2

Yeh, KNN .191 .691
Yeh, CNN .179 .687
Random forest, with rich set of predictors .168 .724

Table D.3. Comparing predictions results from Yeh et al (2020) with those from random forest models using the Yeh
et al training data. Table provides model results when using the training variable from the Yeh et al data set. TheYeh,
KNN and Yeh, CNN results are obtained from the Yeh et al replication materials.

For the results from Yeh et al, we focus on (a) their model with best performance, a CNN

that uses both NLs and daylight imagery as inputs, and (b) their KNN model that includes

only NLs (as the latter is much less computationally intensive, and Yeh et al. conclude that

its performance is very similar to that of more complex models). We compare performance to

a random forest model that includes a rich set of cell-level predictors, as we do in RF-2. All

results are based on held-out locations, as described in the main text. Table D.3 presents the

results.
14



Two conclusions stand out. First, when the preferred MSE metric is employed, the

performance of the CNN model is significantly better than that of the simpler KNN model (an

improvement of 6% in the median MSE). Second, the random forest model with a rich set of

predictors outperform those in Yeh et al. (2020), producing a MSE that is 12% smaller than that

of the KNN model and 6% smaller than that of the CNN model. Importantly, these improved

results are achieved at a much lower computational cost. The use of daytime imagery together

with the CNN algorithm is a very expensive computational approach. This complexity and

computational expense make it extremely challenging to scale up the predictions to compute

maps for the whole of Africa over time. By contrast, the random forest models with a large

number of predictors can easily be run in STATA on a personal computer.

E. Estimating cell-level poverty rates

This section provides further details about the nonparametric approach we propose for

estimating cell poverty rates. We must first classify clusters into K groups, and then estimate

the poverty rate of clusters belonging to group k, for k = 1 . . .K. We do this in three steps:

(1) We assume K = 100. To allocate clusters to groups we could use clustering methods,

such as k-means. However, we will assume that all clusters in group k have nearly

identical average consumption, making it natural to use consumption to assign clusters

to groups. Therefore, groups are defined as percentiles of the distribution of ŷ∗rct. We

use the percentile values of each group to identify the cut-points dividing a group from

its adjacent groups. For example, the 75th group includes all clusters that have a value

of ŷ∗rct between 7.194 and 7.227. Like group 75, the range of cluster mean consumption

in each group is very narrow, with an average range that is 0.031.

(2) We assign each of the roughly 920,000 respondents in the DHS surveys to the group

associated with the respondent’s cluster mean income. Since the 75th group includes

all clusters that have a value of ŷ∗rct between 7.194 and 7.227, if a DHS survey respondent

resides in a cluster, for example, with ŷ∗rct= 7.21, the respondent would be placed in the

75th group, along with all other respondents across all surveys who reside in a cluster
15



with a value of ŷ∗rct between 7.194 and 7.227. This particular group has 8,790 individual

DHS respondents, which is a typical number of survey respondents in each group.

(3) We use all the DHS respondents in a group (such as the 8,790 in group 75) to calculate

the poverty line for the group. Our focus will be on the $1.90 per day used with

2011 PPP dollars. Using the 8,790 estimates of ŷ∗rct in group 75, we find that 19.1% of

the households are below the poverty line of $1.90 per day using 2011 PPP dollars.

Thus, the poverty rate for group 75 is 19.1% and all clusters assigned to this group are

assigned this same poverty rate.

Panel (a) in Figure E.1 shows the histogram of cluster-level poverty rates based on ŷ∗rct.

The blue histogram uses the naive approach, and the stark binary nature of the distribution

is what motivates the nonparametric method. The red histogram uses the nonparametric

approach to generate the poverty rates, and though there is still slightly more mass at the tails

of the distribution, there is a relatively even distribution across the range of poverty rates.
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Figure E.1. The distribution of cluster-level poverty rates using naive and non-parametric approaches. Panel (a)
depicts the histogram of poverty rates in DHS clusters using the naive and non-parametric approaches. The poverty line
is $1.90 a day using 2011 PPP dollars. Panel (b) presents scatterplots of log consumption versus (transformed) asset-based
indices, along with the 45-degree line.

By aggregating these rates to the country level using using DHS weights, we can gain

further insights into how the two approaches differ. We have calculated the national level

poverty rates based on the individual-level data, ŷ∗ict. Panel (b) in Figure E.1 compares

these poverty rates (the y-axis) with the poverty rates based on applying the naive and non-

parametric approaches to the cluster-level data. When aggregated to the national level, both
16



approaches use the cluster-level data to produce national poverty rates that are close to those

from the individual-level data. But the naive approach tends to underestimate poverty at the

higher end of the poverty distribution, and especially, to overestimate poverty at the lower end

of the poverty distribution. The same patterns do not exist for the non-parametric estimates.

As noted, the goal of the non-parametric approach is to produce fine-grained estimates of

poverty rates for cell-level analyses. The evidence here suggests that by doing so, we also

replicate national poverty rates more accurately than does the naive approach.
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F. Additional results from re-estimating models in MP13 and MP14 using SED data

This section presents additional results related to re-analysis of MP13 and MP14 models.

Additional MP14 models. Tables F.1 to F.3 present results from models in MP14. Each

table states the models from MP14 that are being re-estimated, and the reader is referred

the tables in MP14 for model specifics. Together, Tables F.1 to F.3 show that there is no

robust relationship between national institutions and nightlights, as in MP14. By contrast, the

results for rule of law are positive and precisely estimated in every model, and the results

for control of corruption are precisely estimated in all models except the spatial regression

discontinuity models in MP 14 Table VI.
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(1) (2) (3) (4) (5) (6) (7) (8)

Panel A: Dep. variable is NL
rule of law 0.0994*** 0.0168 0.1031** 0.0159

(0.0384) (0.0181) (0.0407) (0.0162)
control of corruption 0.1292*** 0.0269 0.1346*** 0.0197

(0.0471) (0.0259) (0.0492) (0.0210)
Adj. R-squared 0.134 0.319 0.137 0.345 0.144 0.319 0.149 0.345
N 21289 21289 13408 13408 21289 21289 13408 13408

Panel B: Dep. variable is consumption, RF-2
rule of law 0.4474*** 0.2382*** 0.4365*** 0.2139***

(0.1677) (0.0800) (0.1590) (0.0768)
control of corruption 0.5823*** 0.2794*** 0.5650*** 0.2367**

(0.1598) (0.1017) (0.1530) (0.0982)
Adj. R-squared 0.227 0.773 0.230 0.784 0.295 0.770 0.296 0.780
N 20441 20441 12869 12869 20441 20441 12869 12869

Ethnicity fixed effects No Yes No Yes No Yes No Yes
Population density and area Yes Yes Yes Yes Yes Yes Yes Yes
Location controls. No No Yes Yes No No Yes Yes
Geographic controls No No Yes Yes No No Yes Yes

Table F.1. Re-estimatingMP14 Table V, panel B. This table re-estimates MP14 Table 5, panel B.
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Additional MP13 models. Tables F.4 to F.7 present results from models in MP13 to

demonstrate there is no robust relationship between jurisdictional hierarchy when SED

consumption is used as the outcome variable. Each table describes the model being re-

estimated and the reader can find details about model specifics in MP13.

(1) (2) (3) (4) (5)

Panel A: Dep. variable is continuous lights

jurisdictional hierarchy 0.1343 0.1529* 0.1029** 0.1176*** 0.0793***
(0.0969) (0.0886) (0.0450) (0.0454) (0.0305)

Adjusted R-squared 0.01 0.19 0.28 0.32 0.33
Observations 61359 61359 61359 61015 61015

Table F.4. Re-estimatingMP13, Table V panelA. This table re-estimates MP13 Table V, Panel A using the MP13 measure of
log of nightlights as outcome variable.
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(1) (2) (3) (4) (5)

Panel A: Dep. variable is NL

Petty Chiefdoms 0.0120 0.0459 0.0290 0.0194 0.0113
(0.0231) (0.0346) (0.0225) (0.0182) (0.0137)

Paramount Chiefdoms 0.0538 0.0843* 0.0602* 0.0642** 0.0464**
(0.0340) (0.0507) (0.0311) (0.0306) (0.0187)

Pre-Colonial States 0.0853 0.0990* 0.0638** 0.0625*** 0.0383**
(0.0647) (0.0511) (0.0252) (0.0223) (0.0176)

Adj. R-squared 0.008 0.182 0.268 0.288 0.294
N 61359 61359 61359 61015 61015

Panel B: Dep. variable is consumption from RF-2

Petty Chiefdoms -0.1631* 0.0487 0.0333 0.0012 0.0070
(0.0949) (0.0463) (0.0439) (0.0397) (0.0427)

Paramount Chiefdoms -0.1040 -0.0147 -0.0368 -0.0221 -0.0096
(0.1530) (0.0691) (0.0626) (0.0337) (0.0331)

Pre-Colonial States -0.0434 0.0076 -0.0246 -0.0425 -0.0505
(0.1842) (0.0629) (0.0696) (0.0567) (0.0624)

Adj. R-squared 0.007 0.778 0.793 0.832 0.836
N 61359 61359 61359 61015 61015

Country Fixed effects No Yes Yes Yes Yes
Population Density No No Yes Yes Yes
Controls at the Pixel level No No No Yes Yes
Controls at the Ethnic-Country level No No No No Yes
Observations 61359 61359 61359 61015 61015

Table F.5. Re-estimating MP13, Table V panel B. This table re-estimates MP13 Table V, Panel B using the transformed
consumption variable from RF-2.
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Should we get rid of the NL rows in the tables that follow?

24



(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

Pa
ne

lA
:D

ep
.v

ar
ia

bl
e

is
N

L

ju
r
is
d
ic
t
io
n
a
l
h
ie
r
a
r
c
h
y

0.
01

24
0.

00
77

0.
00

43
0.

01
18

0.
00

84
0.

00
44

0.
01

61
0.

01
15

0.
00

46
(0

.0
09

4)
(0

.0
05

0)
(0

.0
04

5)
(0

.0
11

5)
(0

.0
06

0)
(0

.0
05

3)
(0

.0
16

8)
(0

.0
08

5)
(0

.0
05

1)
A

dj
.R

-s
qu

ar
ed

0.
25

9
0.

31
4

0.
32

3
0.

21
8

0.
28

7
0.

29
5

0.
27

8
0.

33
2

0.
34

3
N

72
54

5
72

54
5

72
29

7
30

00
8

30
00

8
29

91
5

12
85

1
12

85
1

12
81

2

Pa
ne

lB
:D

ep
.v

ar
ia

bl
e

is
co

ns
um

pt
io

n
fr

om
R

F-
2

ju
r
is
d
ic
t
io
n
a
l
h
ie
r
a
r
c
h
y

-0
.0

15
5

-0
.0

20
2

-0
.0

18
8

-0
.0

21
5

-0
.0

24
2

-0
.0

26
1

-0
.0

02
4

-0
.0

05
5

0.
00

61
(0

.0
22

4)
(0

.0
24

7)
(0

.0
22

5)
(0

.0
27

7)
(0

.0
30

5)
(0

.0
27

5)
(0

.0
25

5)
(0

.0
28

3)
(0

.0
19

5)
A

dj
.R

-s
qu

ar
ed

0.
85

5
0.

86
7

0.
88

0
0.

86
9

0.
87

6
0.

89
4

0.
90

4
0.

90
8

0.
91

6
N

72
54

5
72

54
5

72
29

7
30

00
8

30
00

8
29

91
5

12
85

1
12

85
1

12
81

2

A
dj

ac
en

t-
Et

hn
ic

-G
ro

up
s

Fi
xe

d
Eff

ec
ts

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Po
pu

la
ti

on
D

en
si

ty
N

o
Ye

s
Ye

s
N

o
Ye

s
Ye

s
N

o
Ye

s
Ye

s
C

on
tr

ol
s

at
th

e
Pi

xe
ll

ev
el

N
o

N
o

Ye
s

N
o

N
o

Ye
s

N
o

N
o

Ye
s

Ta
bl

e
F.

6.
R
e
-e
st
im
a
t
in
g

M
P1

3,
Ta
b
l
e

V
II

.T
he

de
pe

nd
en

tv
ar

ia
bl

e
is

co
ns

um
pt

io
n

fr
om

R
F-

2.

25



Dependent Variable: Consumption

< 100 km of < 150 km of < 200 km of
ethnic border ethnic border ethnic border

(1) (2) (3)

Panel A: Pre-Colonial Ethnic Institutions and Regional Development Within Contiguous Ethnic
Homelands in the Same Country Pixel-Level Analysis in Areas Close to the Ethnic Border

Panel 1: Border Thickness: Total 50 km (25 km from each side of the ethnic boundary)

jurisdictional hierarchy 0.0168 0.0094 0.0105
(0.0173) (0.0158) (0.0158)

Adj. R-squared 0.908 0.898 0.897
N 6237 9476 11920

Panel 2: Border Thickness: Total 100 km (50 km from each side of the ethnic boundary)

jurisdictional hierarchy 0.0117 0.0032 0.0066
(0.0178) (0.0161) (0.0166)

Adj. R-squared 0.906 0.896 0.896
N 4053 7292 9736

Panel B: Pre-Colonial Ethnic Institutions and Regional Development Within Contiguous Ethnic
Homelands in the Same Country Pixel-Level Analysis in Areas Close to the “Thick” Ethnic Border
Border Controlling for a Fourth-order RD-Type Polynomial in Distance to the Ethnic Border

Panel 1: Border Thickness—Total 50 km (25 km from each side of the ethnic boundary)
jurisdictional hierarchy 0.0104 0.0145 0.0205

(0.0272) (0.0248) (0.0231)
Adj. R-squared 0.909 0.899 0.898
N 6237 9476 11920

Panel 2: Border Thickness—Total 100 km (50 km from each side of the ethnic boundary)

jurisdictional hierarchy 0.0128 0.0174 0.0220
(0.0397) (0.0337) (0.0302)

Adj. R-squared 0.906 0.896 0.896
N 4053 7292 9736

RD-Type Polynomial Yes Yes Yes
Adjacent-Ethnic-Groups Yes Yes Yes
Fixed Effects
Population Density Yes Yes Yes
Controls at the Pixel level Yes Yes Yes

Table F.7. Re-estimatingMP13, Table VIII using consumption. This table re-estimates the first three models (which use all
observations) from MP13 Table VIII. The dependent variable is consumption from RF-2.
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