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Roadmap

Testing for deviations from the standard framework
Detection of weak instruments

Inference robust to weak instruments

Software: ivreg2 (STATA)

Examples



Tes;u(ing for deviations from the standard frame-
WOr

Testing for the failure of the exclusion restriction: not possible
to test, unless the model is overidentified (i.e., there are more
instruments that endogenous variables), but strong assumptions
are needed (basically you need to assume what you want to test!)

Testing for the failure of the relevance condition/weak instru-
ments: different tests are available, most of them based on the F
statistic of the null hypothesis that II = 0 in the first stage.



Testing the exclusion restriction: J tests of overidenti-
fying restrictions

In an exactly identified model we cannot test the hypothesis
that the instrument is valid, i.e. that the exclusion restriction is
a valid one— the assumption that the instrument is valid will
essentially have to be taken on faith.

See Murray (2005, 2006) for tips that will help you to motivate
this “faith”

If the model is overidentified, it's possible to test for the validity
of the overidentifying restrictions.

Strong assumption: you need to assume that a set of instru-
ments (enough to identify the parameters) are valid and you can
test whether the remaining ones are also one.



If you reject the null that the remaining instruments are ex-
ogenous: there is something wrong in your model—you need to
reconsider the validity of the instruments

But not rejecting the null doesn't mean that your instruments
are valid!!

Sargan test: you don't need to specify which instruments are
the valid ones and which are the dubious ones.

But still, you need as least K instruments that are valid! (K=number
of endogenous variables). Otherwise the test is not consistent.



Detection of weak instruments

Two types of test

Tests of underidentification: test whether instruments are ir-
relevant (IT=0)

Tests of weak identification: test whether instrument are weak.
Always interpret tests of underidentification with caution:

m if you reject underidentification, it can still be the case that
your model is only weakly identified since instruments are weak.



Detection of weak instruments, II

Goal: determine when instruments are irrelevant (test of under
identification) or weak (tests of weak identification).

For the 1 endogenous variable case, consider the reduced-form
regression

X =ZI1+Wo+wv

where W are exogenous regressors.



Using F to test for weak instruments

The concentration parameter p? = 11’2’ Z11/02 is closely related
to the F statistic associated to testing Hy : 11 = 0.

More specifically (under conditional homocedasticity) FF ~ 1 +
u?/ K, where K is the number of instruments.

m weak instruments — a low value of pu? — a low value of F.

m But: this relation relies heavily on the assumption of conditional
homokedasticity of the error term.



Staiger and Stock’s rule of thumb

m Staiger and Stock (1997) showed that the weak instrument
problem can arise even if the hypothesis of II = 0 is rejected at
standard t-tests at conventional significance levels.

Staiger and Stock’s Rule of thumb (1 endogenous variable):
Reject that your instruments are weak if F>10,

where F is the F-statistic testing II=0 in the regression of y on
Z and W (where W are the exogenous regressors included in the
equation of interest).



Stock and Yogo (2005)’s bias and size methods

Stock and Yogo (SY, 2005) formalise Staiger and Stock’s pro-
cedure.

m They show that their rule of thumb is not always enough! (see
below)

SY's tests can be used with multiple endogenous regressors
and multiple instruments.



How weak is weak?

We need a cutoff value for p? such that for values smaller than
u?, instruments are deemed to be weak.

Since (under conditional homokedasticity) the F statistic of the
first stage regression and p? are related, the cutoff value is usually
compared with it.

There are different ways in which we can define this cutoff
value, depending what we want to control (bias of 3, size of t-
test), etc.

The value of the cutoff depends on the method employed.

m This means that the same instrument can be weak for one
estimation method but not for other!

m 2SLS is one of the least robust



How weak is weak, II

Stock and Yogo propose two methods to select the cutoffs:

m The bias method: find a cutoff value for p? such that p? the rel-

ative bias of the 2SLS with respect to OLS doesn’t exceed certain
quantity.

m The size method: find a cutoff value for u? such that the

maximal size of a Wald test of all the elements of 5 doesn't exceed
a certain amount.



Stock and Yogo (2005)’'s bias method

Let pfyo,.,, P the value of u? such that if u? > p>., the

bias'
maximum bias of the 2SLS estimator will be no more than 10% of
the bias of OLS.

m Decision rule is (5% significance level )
Reject that your instruments are weak if F' > Jig(k),

where Jig(k) is chosen such that P(F > Jio(k); u? = u3ye;,,) = 0-05



Stock and Yogo (2005)’'s bias method, II

Test statistic:

m 1 endogenous regressor: computed using F from the first stage
regression.

m more than 1 endogenous regressor: Cragg- Donald (1993)
statistic (multivariate version of the F statistic).

Stock and Yogo (2005) provide critical values that depend on

m the number of endogenous regressors,

m the number of instruments,

m the maximum bias.

m The estimation procedure (2SLS, LIML, ...)
ivreg2 (STATA): gives you the critical values.



Stock and Yogo (2005)’'s size method

Similar logic but instead of controlling bias, control the size of
a Wald test of 8=/

Use F statistic first stage if 1 endogenous regressor or Cragg-
Donald if more than 1

Decision rule:

m Reject weak instruments if statistic is larger than the critical
value

Have a look at the critical values (and compare to Staiger and
Stock’s rule of thumb!)



Table 5.1. Critical values for the weak instrument test based on TSLS bias (Significance level is 5%)

n=1,b= n=2b= n=3b=

K, 0,05 010 0.20 030 0,05 0.10 020 030 0.05 010 0.20 0.30

3 13.91 9.08 6.46 539

4 16.85 10,27 6.71 534 11.04 7.56 557 4.73

5 18.37 10,83 6.77 525 13.97 8.78 591 4.79 9.53 a6l 4,99 4.30

6 19.28 11.12 6.76 s18 15.72 9.48 608 4,78 1220 .77 538 440

7 19.86 11.29 6.73 507 16.88 9.92 al16 4.76 1395 850 5.56 444

8 2.25 11.39 6.69 4.99 17.70 10,22 620 473 1518 9.01 5.69 446

9 2.53 11.46 6.65 4.92 18.30 10.43 622 4.69 1610 9.37 578 446
10 2.74 11.49 6.61 486 18.76 10.58 623 466 1680 9.64 533 445
11 2.90 11.51 6.56 4.80 19.12 10.69 623 462 17.35 985 587 444
12 21.01 11.52 6.53 4.75 19.40 10,78 622 4.59 17.80 10,01 5.90 442
13 21.10 11.52 6.49 4.7 19.64 10,84 621 4.56 1817 1014 592 441
14 21.18 11.52 6.45 4.67 19.83 10,89 620 4.53 1847 10.25 593 439
15 21.23 11.51 6.42 4.63 19.98 10,93 619 4.50 1873 10,33 594 4,37
16 21.28 11.50 6.39 4.59 2,12 10.96 617 448 1894 1041 594 4.36
17 21.31 11.49 6.36 456 20.23 10,99 al6 445 19.13 10,47 594 434
18 21.34 11.48 6.33 453 2.33 11.00 Gal4 443 19.29 10,52 594 432
19 21.36 11.46 6.31 451 2.41 11.02 al13 441 19.44 10.56 554 431
20 21.38 11.45 6.28 4.48 2.48 11.03 Gall 439 19.56 10.60 593 4,29
21 21.39 11.44 6.26 4.46 2.54 11.04 al0 437 19.67 10.63 593 4,28
22 21.40 11.42 6.24 4.43 2.60 11.05 608 438 19.77 10.65 592 4,27
23 21.41 11.41 6,22 4.41 2.65 11.05 607 4.33 19.86 10,68 592 4,25
24 21.41 11.40 6.20 4.39 2.69 11.05 606 4,32 19.94 10,70 591 4.24
25 21.42 11.38 6.18 437 2.73 11.06 a0s 430 2001 1071 590 423
26 21.42 11.37 6.16 435 2.76 11.06 a03 429 20007 10,73 590 421
27 21.42 11.36 6.14 434 2.79 11.06 a2 427 2013 10,74 589 420
28 21.42 11.34 6.13 432 2.82 11.08 601 4.26 2018 1075 5.88 419
29 21.42 11.33 6.11 4.31 .84 11.05 600 4.24 2023 10.76 5.88 418
30 21.42 11.32 6.09 4.29 2.86 11.08 599 423 2027 1077 587 417

Notes. The test rejects if gy, exceeds the critical valie, The aritical value s a function of the number of included endogenous regressors
(n), the number of nstrumental variables (K5 ) and the desred maximal bias of the IV estimator relative to OLS (b)



Table 5.2. Critical values for the weak instrument test based on TSLS size

(Significance level is 5%)
p=1r= B=2r=
K, 0.10 0.15 020 0.25 0.10 0.15 0.20 0.25
1 16.38 8.96 6.66 553
2 19.93 11.59 875 725 7.03 458 395 3.63
3 2230 12.83 0.54 7.80 1343 8.18 6.40 545
4 2458 13.96 10.26 8.31 16.87 9.93 754 6.28
5 26.87 15.09 10.98 8.84 19.45 11.22 838 6.89
6 20.18 16.23 11.72 9.38 21.68 12.33 9.10 7.42
7 31.50 17.38 1248 993 23.72 13.34 9.77 791
8 33.34 18.54 13.24 1050 2564 14.31 1041 8.39
9 36.19 19.71 14.01 11.07 2751 15.24 11.03 8.85
10 38.54 20.88 14.78 11.65 2932 16.16 11.65 9.31
11 40.90 22.06 15.56 12.23 3111 17.06 1225 9.77
12 4327 2324 16.35 12.82 3288 17.95 12.86 10.22
13 4564 2442 17.14 1341 3462 18.84 13.45 10.68
14 48.01 2561 17.93 1400 3636 19.72 14.05 11.13
15 50.39 26.80 18.72 14.60 38.08 20.60 14.65 11.58
16 52.77 2799 19.51 15.19 3980 2148 1524 12.03
17 55.15 20.19 2031 1579 4151 2235 1583 12.49
18 5753 3038 2110 1639 4322 3.2 16.42 12.94
19 59.92 3158 2190 1699 4492 24.09 17.02 13.39
20 6230 3277 2270 1760 4662 2496 17.61 13.84
21 64.69 3397 2350 1820 4831 25.82 18.20 14.20
22 67.07 3517 2430 1880 5001 26.69 18.79 1474
23 6946 3637 25.10 19.41 5170 2756 1938 15.19
24 71.85 3757 2590 2001 5339 2842 1997 15.64
25 7424 3877 2671 2061 55.07 2029 2056 16.10
26 76.62 3997 2751 21.22 5676  30.15 2115 16.55
27 79.01 41.17 2831 21.83 5845 31.02 2174 17.00
8140 4237 29.12 22 43 60 13 31 88 2233 l7 45



Detecting weak instruments, final comments

As mentioned before, the logic of using the first-stage using
the F statistics relies heavily on the assumption of conditional
homokedasticity.

Solution: ongoing research

m Kleibergen-Paap rk Wald statistic: ivreg2 reports this test as a
test for weak instruments when robust options are called for.

m However, this test is not formally justified in the context of
weak instruments.

m It is justified in the case of under identification and if errors
are i.i.d., it becomes the Cragg-Donald test (but not under weak
instruments!).



Olea Montiel and Pflueger (2013) and (2014): tests valid under
heteroskedasticity, autocorrelation, and clus- tering robust weak
instrument tests, for 25LS and LIML.

m But only applicable if there is only 1 endogenous regressor.

m Stata: weakivtest (you need to install the package first).

See also Andrews 2014



Angrist and Pischke (2009) introduced first-stage F statistics
for tests of under- and weak identification when there is more than
one endogenous regressor.

m In contrast to the Cragg-Donald and Kleibergen-Paap statistics,
which test the identification of the equation as a whole, the AP
first-stage F statistics are tests of whether one of the endogenous
regressors is under- or weakly identified.



Inference methods robust to weak instruments

Problem: is it still possible to test hypothesis about 3 if instru-
ments are weak?

YES!
But, why do you want to do that?

m If you know your instruments are weak, you should look for
better instruments!

m But there are cases where the literature on weak IV detection

is still limited (non i.i.d. errors for instance) so maybe you don't
Know.



Two approaches to improving inference:

m Fully robust methods: Inference that is valid for any value of the
concentration parameter (including zero!), at least if the sample
size is large, under weak instrument asymptotics.

« For tests: asymptotically correct size (and good power!)

= For confidence intervals: asymptotically correct coverage rates

m Partially robust methods: Methods are less sensitive to weak
instruments than 2SLS (e.g. bias is “small” for a “large” range of
values of u? )



Fully Robust Testing

Results are much more developed for the case of 1 endogenous
regressor

m If more than 1 endogenous regressor: still an open econometric
problem.

The model (1 endogenous regressor).

y=XpB+e

where X is (N x 1) and endogenous, Z is a matrix of instruments,
maybe weak. We want to test Hyp: 8 = 3p.



Two approaches

m Approach 1: use a statistic whose distribution does not depend
on p?

= Two statistics here: The Anderson-Rubin (1949) test and LM
statistic (Moreira 2002 and Kleiberger 2002).

m Approach 2: Use statistics whose distribution depends on u?,
but compute the critical values as a function of another statistic
that is sufficient for 2 under the null hypothesis.

= Conditional likelihood ratio test (Moreira 2003).

m Both approaches have advantages and disadvantages. We dis-
cuss both.



Tests robust to Weak instruments: Approach 1
The Anderson-Rubin test

Set up: y = X8 +¢, X endogenous, Z is a matrix (N x k) of instru-
ments. We want to test Hg: 8 = Bo.

AR's test: F test in the regression of (y — Xp) on Z.

(y — XBo)'P:/(y— XBo)/k

AR(Bo) = /(N — k)
(y — XBo)' M. (y — XBo)
where P, = Z'(Z'Z)~1Z and M, =1— P,
under Hy, y— X By = ¢, so (if e is iid)
e P,e/k d
AR(Bp) = > X/ k

e’Mye/(N — k)



Advantages and disadvantages of AR

Advantages
m Easy to use (entirely regression based)

m Uses standard F critical values (asymptotic distribution doesn't
depend on p?

m Works for m > 1 (more than 1 endogenous regressor).
Disadvantages

m Difficult to interpret: rejection arises for two reasons: Hg is
false or Z is endogenous!

m Power loss relative to other tests (we shall see)

m Is not efficient if instruments are strong —under strong instru-
ments, not as powerful as TSLS Wald test—.



Approach 1, cont. Kleibergen's (2002) LM test

Kleibergen developed an LM test that has a null distribution
that is also x? (doesn't depend on u?)

Advantages

m Fairly easy to implement

m Is efficient if instruments are strong
Disadvantages

m Has very strange power properties (power function isn't mono-
tonic)

m Its power is dominated by the conditional likelihood ratio test



Tests robust to Weak instruments. Approach 2: Conditional max-
imum likelihood tests

Recall your probability and statistics courses:
m Let S be a statistic with a distribution that depends on 6
m Let T be a sufficient statistic for 6

m Then the distribution of S|T does not depend on 6



Conditional maximum likelihood tests

Moreira (2003):

m LR will be a statistic testing 8 = 89 (LR is “S” in notation
above)

m  Qr will be sufficient for u? under the null (Qr is “T")

m Thus the distribution of LR|Qr does not depend on p? under
the null

m [ hus valid inference can be conducted using the quantiles of
LR|Qr; that is, using critical values that are a function of Qr

Implementation: condivreg (STATA)



Advantages

m More powerful than AR or LM

Disadvantages
m More complicated to explain and write down

m Only developed (so far) for a single included endogenous re-
gressor

m As written, the software requires homoskedastic errors; exten-
sions to heteroskedasticity and serial correlation have been devel-
oped but are not in common statistical software



Constructing confidence intervals

It is possible to construct confidence intervals for 8 by inverting
the robust tests described above.

How?
m Test all the hypotheses of the form Hgy : 8 = [Bg for different
values of [y

m Examine the set of values for which Hy could not be rejected.

Inverting the AR test: see Dufour and Taamouti (2005).



Inverting the Conditional test: see Mikusheva (2005)—only avail-
able for 1 endogenous regressor.

the CI based on conditional test is more efficient than that
based on AR.

Extensions: More than 1 endogenous regressor.

This literature is still very incomplete

Kleiberger (2007) provides an extension of the AR test when
the interest in testing a joint hypotheses on g.



Partially Robust Estimators

Estimation under weak instruments is much harder than testing
or confidence intervals

Estimation must be divorced from confidence intervals (ie., use
robust methods!).

k-class estimators

B=[X"(I-kE*MzX) 1[X'(I —k*Mz)y]
m 2SLS: k=1
m LIML: &* =k, (sSmallest root of some matrix A)

m 2SLS: k* = kliml—H, (where H is a function of exogenous re-
gressors)



Under strong instruments, LIML, 2SLS and Fuller will be similar

Under weak instruments, 2SLS has greater bias and larger MSE

LIML has the advantage of minimizing the AR statistic—thus,
will be always contained in the AR (and CLR) confidence set.

These properties make LIML be a reasonable good choice as
an alternative to 25LS



Wrapping up

1. Always test formally for weak instruments (but be aware from
the limitations of the existing theory)

2. Divorce estimation and testing (i.e., it's not enough to test the
significance of 8 using the standard errors of the estimators.)

3. Conduct hypothesis testing using the conditional likelihood ratio
(CLR) test or its robust variants.

4. Build confidence intervals based on CLR.



